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Possible next topics:

◼ Searchable symmetric encryption

◼ Bitcoin

◼ Secure logging

◼ Privacy-preserving surveillance
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Claudia and/or Danny:

The best time to start has passed, but the 

topic may last for a few more years---enough 

to get a Ph. D.



10000 btc

= 2 Papa John’s pizzas (May 22, 2010)

= 200 million US dollars (Dec. 17, 2017)

2014
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to 2019



We the Cypherpunks are dedicated to 

building anonymous systems. We are 

defending our privacy with cryptography, 

with anonymous mail forwarding systems, 

with digital signatures, and with electronic 

money.

Eric Hughes, 

A Cypherpunk's Manifesto

Mar. 9, 1993
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To run a digital currency…

1. How to remember who has how 

much money?

2. How to prevent Alice from spending 

Bob’s money?

3. Who controls the money supply?
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… for cypherpunks:

◼ Open: nodes dynamically join/leave

◼ Decentralized: no trusted party

◼ Pseudonymous, if not anonymous: 

no identity



To run a digital currency…

1. How to remember who has how 

much money?

2. How to prevent Alice from spending 

Bob’s money?

3. Who controls the money supply?
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Satoshi’s answers

1. Record all transactions in a public 

ledger

2. Transactions must be signed by the 

sender



A digital signature verifies

◼ The signer's identity

◼ The signer's approval

◼ The integrity of the message

2. How to prevent Alice from spending 

Bob’s money?

◼ Each account in the ledger is a 

public key

◼ Each transaction is signed by the 

private key of the sender

8



To run a digital currency…

1. How to remember who has how 

much money?

2. How to prevent Alice from spending 

Bob’s money?

3. Who controls the money supply?

4. How to make sure the ledger is 

append-only?
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Satoshi’s answers

1. Record all transactions in a public 

ledger

2. Transactions must be signed by the 

sender

4. The ledger is maintained via …





Proof of work (PoW): a computational 

task (puzzle) that is 

◼ Challenge-specific

◼ Easy to generate/verify

◼ Moderately hard to solve

Hashcash: a simple PoW puzzle:

Find x such that H(challenge|x)<d

◼ The only way to solve the puzzle is 

to enumerate x values

Hash function H:

◼ Easy to compute H(x) from x

◼ Infeasible to compute x from H(x)
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◼ On Oct. 13, 2008, Satoshi Nakamoto 

sent a paper “Bitcoin: A peer-to-peer 

electronic cash system” to a 

cypherpunk mailing list

◼ Bitcoin was launched on Jan. 3, 2009

◼ Now Bitcoin confirms 300,000 

transactions / day

◼ The paper is 8281 times
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3. Who controls the money supply?

Convention enforced by the software

4. How to make sure the ledger is 

append-only?

Via Nakamoto Consensus

5. How to store the ledger?

Everyone who runs the software keeps a 

copy
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From bitnodes.earn.com
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https://bitnodes.earn.com/


4. How to make sure the ledger is 

append-only?

Via Nakamoto Consensus

5. How to store the ledger?

Everyone who runs the software

6. How to notify the others about a 

transaction?

Broadcast it to the “everyone” via gossip

(5 sec to 50% of nodes, 15 sec to 90%)

Venkatakrishnan, Shaileshh Bojja, Giulia Fanti, and Pramod Viswanath. 
"Dandelion: Redesigning the bitcoin network for anonymity."
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https://arxiv.org/abs/1701.04439
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Goals

◼ Everyone agrees on the same ledger

◼ The ledger is append-only

Challenges

◼ Open: nodes dynamically join/leave

◼ Decentralized: no trusted party

◼ Pseudonymous: no identity



1. Each miner collects new 

transactions into a block

2. In each round a chosen miner

broadcasts its block

3. Other nodes accept the block only if 

all transactions in it are valid

4. Miners who accept the block will 

include its hash in the next block 

they create

Questions:

7. How to choose that miner?

8. How to choose among conflicting 

histories?

17



◼ Every miner works on finding the 

solution “nonce” to the following  

puzzle:

H(transactions, prev_block, nonce)<target

◼ The target is dynamically adjusted

so that on average a block is found 

every 10 min 

◼ Whoever finds the solution first 

broadcasts the block

Property: the probability that a miner is 

selected is proportional to its computing 

power

Questions:

7. How to choose that miner?

8. How to choose among conflicting 

histories?

9. Why would people want to be that 

miner?

18



When multiple chains are mined with 

the same “previous block”:

◼ Choose the chain that is most 

computationally challenging to 

produce (usually the longest);

two blocks w/ target 10

= one block w/ target 5

◼ Or, in a tie: the first received

Questions:

8. How to choose among conflicting 

histories?

9. Why would people want to be that 

miner?
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To encourage mining:

◼ A coinbase tx in a block has no input 

and issues a fixed amount of mining 

reward (new btc) to the miner

◼ Each transaction submits a small 

transaction fee to the miner

(think of it as a tip)
The reward halves every four years

Now: 18.1M/21M mined

Questions:

9. Why would people want to be that 

miner?

Data from BTC.com
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https://btc.com/


Orphaned blocks: blocks do not end up 

in the main chain, can be 

◼ Natural: honest blocks mined during 

other blocks’ propagation

◼ Attacker blocks

Naturally orphaned block frequency:

◼ Before 2017.7, roughly one per day

◼ 6 in 2018; 4 in 2019, thanks to the 

compact block mechanism

Data from blockchain.com
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https://www.blockchain.com/


◼ Irreversibility is probabilistic:

one can never be fully sure that a 

transaction is irreversible

◼ Double-spending probability 

decreases exponentially with # 

confirmations ◼ The attacker with 1/3 total mining 

power may find three blocks in a 

row and invalidate the green 

transaction with 1/27 probability

◼ A  >50% attacker can arbitrarily 

reverse history

1 confirmation 3 confirmations
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time

the public

broadcast time

attacker block
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Transactions per second

◼ 12,000 average

◼ 256,000 peak

◼ 2,000 average, 56,000 peak

◼ ≈ 5 (≈1 MB / 10 min)

◼ ≈ 15 (≈107 gas / 14 sec)
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CONFLUX

PUBLISH OR PERISHTORTOISE AND HARES

BITCOIN’S NAKAMOTO CONSENSUS

BITCOIN-NG (AETERNITY, WAVES)

BYZCOIN
GOSHAWK

SUBCHAINS

ETHEREUM POW DECOR+ (ROOTSTOCK)

BAHACK’S IDEA

CHAINWEBSPECTREGHOST-DAG

FRUITCHAINS PHANTOM

GHOST
BOBTAIL

THE INCLUSIVE PROTOCOL
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Analyze

Improve

Security Performance

CoNEXT’17

BU

S&P’19

Common 
Metrics

CT-RSA’17

PoP

NC-Max
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◼ Highlighted the origin of this attack: 

Bitcoin’s high partition tolerance

◼ Proposed a defense that is

– Backward-compatible: 

eventually converges to  the 

longest chain; no need to 

change the reward scheme or 

the block data structure

– Effective: outperforms existing 

backward-compatible defenses
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Bitcoin Unlimited:

◼ A Bitcoin scaling proposal that 

received the largest mining power 

support (40%) until late June, 2017

How to scale?

◼ Miners decide their own block size

→ No block validity consensus (BVC)

Secure?

◼ Attacks “cost the attacker far more 

than the victim”
29



Incentive 
models

Security 
claims

BU is secure when BVC 
is absent

BVC will emerge

Compliant & 
Profit-Driven

Non-Compliant 
& Profit-Driven

Not meaningful

Non-Profit-Driven
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Our paper
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◼ PoP only mitigates the chain quality 

attack

◼ So I designed, modeled and 

evaluated dozens of ideas to

improve NC, but none is perfect

◼ But these flawed ideas are keep 

being published with none or partial 

security evaluation

◼ I think people needs to be informed
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Protocol Citations

Fruitchains 131

Bitcoin-NG 631

Byzcoin 321

Subchains 19

DECOR+ 3



CONFLUX

PUBLISH OR PERISHTORTOISE AND HARES

BITCOIN’S NAKAMOTO CONSENSUS

BITCOIN-NG (AETERNITY, WAVES)

BYZCOIN
GOSHAWK

SUBCHAINS

ETHEREUM POW DECOR+ (ROOTSTOCK)
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FRUITCHAINS PHANTOM

GHOST
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The attacker gains unfair block rewards; rational 
miners would join the attacker, which damages 
decentralization

Selfish Mining

time

the 
public

broadcast time

attacker block

👉 3 Attacks
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The attacker gets the product without paying 
for it

Double-spending

time

the 
public

Tx1: A→Merchant

Tx2: 
A→A’

Merchant delivers 
the product

37

broadcast time

attacker block



Rational choice: join the attacker in censorship
The attacker becomes a de facto owner

Censorship 
(feather-forking)

time

the 
public

Threat: I will try 
to invalidate all 
blocks confirming 
these txs

“I do not stand by in the 
presence of evil”
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❶ profit-driven adversary

❷ byzantine adversary

A better-than-NC protocol needs to

◼ Achieve better chain quality ❶❷

◼ Or resist better against all three attacks:

‒ Selfish mining 👉

incentive compatibility ❶

‒ Double-spending 👉

subversion gain ❶

‒ Censorship 👉

censorship susceptibility ❷
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Attack-resistant protocols:

“I don’t need to raise the chain quality, I 

can defend against the attacks”

◼ Reward-all (“compensate the 

losers”): Fruitchains, Ethereum 

PoW, Inclusive, SPECTRE, 

PHANTOM, …

◼ Punishment (“fine all suspects”): 

DECOR+, Bahack’s idea

◼ Reward-lucky (content-based 

reward): Subchains, Bobtail

Better-chain-quality protocols:

“I can raise the chain quality”

◼ UTB: Ethereum PoW, Bitcoin-NG 

(Aeternity, Waves)

◼ SHTB: DECOR+ (Rootstock)

◼ UDTB: Byzcoin, Omniledger

◼ Publish or Perish

In the paper
40
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A strategy player: the malicious miner; 

all other miners follow the protocol

Behavior: when to publish how many 

blocks, which chain to mine on

Partly stochastic: the next block may be 

mined by the attacker, by an honest 

miner on an attacker block, or by an 

honest miner on an honest block

The utility: more block rewards,

more double-spending rewards,

or more orphaned honest blocks

An MDP models

◼ A strategic player’s behavior

◼ In a partly stochastic environment

It can solve

◼ The optimal strategy

◼ That maximizes the utility
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Results
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“Better-chain-
quality”

Chain 
Quality

Uniform tie-
breaking 😟

Smallest-hash tie-
breaking 😟

Unpredictable 
deterministic tie-
breaking

😟

Publish or perish 😕

“Attack-
resistant”

Incentive 
compa-
tibility

Subver-
sion
gain

Censorship 
suscepti-
bility

Reward-all
👉Fruitchains 😟 😟 😀

Punishment
👉Reward-
splitting

😀 😀 😟

Reward-lucky
👉Subchains 😟 😟 😟

😀 better

😕 it depends

😟 worse
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“Better-chain-
quality”

Chain 
Quality

Uniform tie-
breaking 😟
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tie-breaking 😟
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In a tie:

◼ NC: mine on the first-received block

◼ Smallest-hash tie-breaking: 

Compare H(A) and H(B): mine on 

the smallest hash 

◼ Unpredictable deterministic tie-

breaking: using a deterministic PRF; 

compare, e.g., H(A⨁B, A) and 

H(A⨁B, B), mine on the smaller

A
the public

B
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SHTB: “selective block publishing”

+ “catch up from behind”

time

Hash=1/100 Hash=40/100

UDTB: “catch up from behind”
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The attacker acts on all info:

1. Local: secret blocks, my system 

clock

2. Public and a posteriori verifiable: 

public block content

3. Public but not a posteriori verifiable: 

block publishing time, whether the 

network is partition

4. Network condition: latency, 

propagation advantage

Compliant miners only act on “2.”
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B C

B’

A

time

uncle

parent

D

C’ D’

E

👉

◼ Blocks refer to orphaned blocks as 

uncles

◼ An uncle is valid if

height(host)-height(uncle) < TimeOut

(B’ is hopeless if TimeOut = 3)

◼ Each block reward is evenly split 

among competing block & uncles of 

the same height
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Subversion bounty: Min double-

spending reward to incentivize double-

spending attack attempts

Incentive compatibility & Subversion 

Gain😀

◼ Punishment works for profit-seekers!

When attacker controls 10% mining 

power, 6-conf., subversion bounty =

◼ 102 block rewards in NC

◼ 346 in RS

◼ 0 in Fruitchains
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In NC

Weak attackers 😟 Strong attackers 😀

In RS
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A dilemma: “Rewarding the bad vs. 

punishing the good”

◼ Reward all -> no risk to double-

spend

◼ Punish -> aid censorship

◼ Reward lucky -> lucky≠good

A common mistake

◼ Attackers have different incentives;

no reward scheme discourages all of 

them

51



52

Better chain quality via practical 

assumptions

◼ Awareness of network conditions

◼ Loosely synchronized clock

◼ Real-world commitments 

Better attack resistance via outsourcing 

liability

◼ Additional punishment rules

◼ Solve at layer 2

◼ No protocol comprehensively 

outperforms NC

What not to 

◼ Designing protocols too complicated 

to analyze

◼ Security analysis

– against one attack strategy

– against one attacker incentive

– with unrealistic parameters





◼ Confirmed and eliminated the 

bottleneck in NC’s low throughput

◼ Dynamically adjusts the throughput 

base on the network condition

◼ Proved that selfish mining is not 

profitable within our new difficulty 

adjustment mechanism
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Too many orphans are bad for security 

and performance

Throughput↑:

Block size ↑, block interval ↓

👇

Orphans ↑

👇

Security ↓, Throughput ↓
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Fresh transactions: newly broadcast 

transactions that have not finished 

propagating to the network when they 

are embedded in blocks

Fresh transactions in a block ↓

👇

Block propagation delay ↓

👇

Orphans ↑↓

👇

Security ↓↑, Throughput ↓↑
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Compact 
block tx ids

get fresh txs

fresh txs

compact block (13KB)

verify
fresh txs

Compact 
block tx ids

compact block
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Node A Node B Node C



Node A Node B Node C

get newly proposed txs

newly proposed txs

compact block

verify
txs

committed 
tx IDs

proposed tx
IDs

compact block

committed 
tx IDs

proposed tx
IDs

newly proposed txs

verify
txs
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◼ NC: when block interval = 20 sec, 

block size = 1 MB, 100 TPS

orphan rate = 6%

◼ NC-Max, same orphan rate:

– same transaction throughput, 

block interval = 2 to 3 sec

– same block size, 

block interval = 3 to 4 sec

(≥ 500 TPS)
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What we did

◼ Comprehensively analyzed the 

security of a broad number of 

proposals and revealed their 

vulnerabilities

◼ Identified the root causes and 

proposed solutions

◼ Demonstrated how network-level 

optimization could improve both 

security and performance

General Insights

◼ Simulating one attack is not a 

security proof; resistant against one 

attack doesn’t infer security

◼ Analyzing security with AI/game 

theory is a promising direction

◼ Negative results are publishable if 

you collect many

◼ Performance can only be improved 

by analysis on the actual bottleneck
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